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Abstract: This study investigates the impact of ethical norms in the application of artificial intelligence
(AI) on personalized learning satisfaction among college students in Guizhou. The research focuses on
how ethical aspects, such as data privacy, algorithmic fairness, and transparency, affect students'
experiences with Al-driven educational tools. It underscores the importance of user control, ethics
training, and system transparency in building trust and promoting active engagement in Al-powered
learning environments. Findings from a sample of 388 college students reveal that when students are
informed about the ethical considerations behind Al technologies and have control over their data,
they exhibit higher satisfaction with personalized learning experiences. Furthermore, the study
highlights that the integration of ethical principles into Al applications leads to a more supportive and
trustworthy educational environment, improving overall learning outcomes. This research emphasizes
that ethical Al practices are essential for fostering a positive and productive learning experience in the

context of higher education.

Keywords: Applied Artificial Intelligence; Data Privacy; Ethical Norms; Learning Satisfaction; User
Control.

1. Introduction

Artificial Intelligence (Al) is being recognized as a pivotal force in transforming
education by significantly enhancing personalized learning experiences. By utilizing advanced
technologies such as big data analytics, machine learning, and natural language processing, Al
can customize educational experiences to meet the individual needs of learners (Chang,
Sheng. and Ouyang, 2022). This tailored approach addresses diverse learning styles and paces,
providing timely feedback that fosters student engagement and motivation, thereby
improving the overall efficiency and effectiveness of educational outcomes. However,
integrating Al into educational settings introduces several technical and ethical challenges that
are currently the subject of extensive academic discourse (Cukurova, M., Giannakos, M., and
Martinez-Maldonado, 2020). One primary concern is data privacy and security, particularly in
environments where students’ sensitive information is involved. The extensive data collected
by Al systems raises important questions about how to protect this information. In addition
to privacy issues, fairness and transparency in Al algorithms have emerged as key research
topics. There is a significant risk that algorithmic biases could worsen existing disparities in
access to educational resources, leading to unequal learning opportunities among different
student demographics. For example, if an Al system is trained on data that incorporates
societal biases, it may inadvertently perpetuate these biases in its recommendations and deci-
sions (Shen, Yuan. and Wang, 2019). Furthermore, the ethical implica-tions of Al in
education necessitate careful consideration. Achieving a balance between personalized
learning and educational equity is crucial for fostering an inclusive environment for all
learners. Without proper guidance, Al applications could widen the gap between privi-leged
and underserved populations, highlighting the urgent need to address these ethical challenges
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proactively. As higher education in-creasingly embraces Al technologies, developing
frameworks that pri-oritize equity and inclusivity is essential. This approach will help ensure
that all students can benefit from advancements in Al while minimizing potential adverse
effects (He, Xiangchun, and Guo, 2021).

2. Research Objectives

This study explores Guizhou college students’ learning satisfaction through the ethical
norms of Applied Artificial Intelligence (Al) with the following objectives: (1) To examine
the influencing mechanisms of Applied Al on Guizhou college students’ personal learning
satisfaction based on user control, ethics training, and Al system transparency. (2) To offer
suggestions for the policy of ethical norms on improving Ap-plied Al learning by enhancing
their level of control, training, and transparency, respectively.

3. Theoretical Foundation

Definition of Expectancy-Value Theory Related to Collete Stu-dents’ Personal
Learning Satisfaction under the Ethics Norms

Expectancy-Value Theory posits that an individual's motivation and behavior are
influenced by their expectations of outcomes and the significance they attribute to those
outcomes (Chan, Cecillia, and Zhou, 2023). This is relevant when considering college
students' satisfaction with Al-driven personalized learning experiences. Students'
expectations from Al systems are shaped by their previous experiences, perceptions of the
technology's effectiveness, and ethical standards in its implementa-tion. If students believe an
Al system is fair, transparent, and respects their privacy, they are likely to have positive
expectations, leading to increased motivation and satisfaction. Conversely, ethical concerns
like data misuse or algorithmic bias can create negative perceptions, resulting in lower
expectations and reduced value placed on personalized learning. This can ultimately lead to
dissatisfaction if students feel the system does not meet their learning needs or respect their
rights (Chai, C. S., Lin, P. Y., Jong, M. S. Y., Dai, Y., Chiu, T. K., & Qin, 2021)

Definition of Self-Determination Theory Related to College Students' Ethical Norms
in Using AI Learning

Self-Determination Theory (SDT) explains the role of intrinsic motivation and basic
psychological needs, including autonomy, com-petence, and relatedness. This theory can help
us understand how col-lege students think about and use Al tools for learning. When students
feel they have control over their knowledge, they engage more with Al technologies. Ethical
standards, like being transparent and respecting privacy, can boost this sense of control. If
students know they can manage their data and that Al systems respect their choices, they are
more likely to use these tools in their studies. The competence aspect of SDT demonstrates
how Al can help students achieve their learning goals. Al systems that offer personalized
feedback and adapt to different learning styles can improve students' feelings of ability.
However, if ethical concerns arise—Ilike biased algorithms or misuse of da-ta—students may
feel less capable and motivated, which can lead to less engagement with Al tools (Zeide,
2019).

Definition of Terms

College student learning satisfaction in the context of applied ar-tificial intelligence (AI)
refers to the degree to which students feel content and fulfilled with their educational
experiences that involve Al technologies. This satisfaction is influenced by various factors,
in-cluding the perceived effectiveness of Al tools in enhancing learning outcomes, the
relevance of personalized learning experiences, and the ethical considerations surrounding
data use and algorithmic transparency. When students believe that Al applications support
their learning goals, please respect their privacy and provide equitable opportunities; they are
more likely to experience higher levels of satis-faction. Ultimately, this concept encompasses
both emotional and cognitive responses to the integration of Al in their educational journey,
reflecting their overall engagement and motivation in learning(Alumufarreh, 2024)
(Almufarreh, 2024).

User control, in the context of learning satisfaction re-lated to applied artificial
intelligence (Al), refers to the extent to which students feel empowered to make decisions
about their learning experiences when interacting with Al systems. This concept includes the
ability to customize learning paths, choose the types of feedback received, and determine how
personal data is utilized within Al plat-forms. When students believe they have substantial
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control over these aspects, they are more likely to feel satisfied with their learning out-comes.
This sense of agency enhances their motivation and engagement, leading to a more positive
overall educational experience. Additionally, user control promotes a sense of autonomy,
which is essential for in-trinsic motivation and ultimately contributes to higher levels of
learning satisfaction in Al-driven environments(Crompton, H., & Burke, 2023)

Ethical training in college education, especially concerning applied artificial intelligence
(Al), encompasses educational initiatives aimed at developing a deep understanding of ethical
principles related to Al technologies. This type of training is designed to prepare students to
effectively handle ethical challenges that may emerge from Al applica-tions, including issues
such as data privacy, algorithmic bias, and the consequences of automated decision-making.
When students undergo thorough ethical training, they are more likely to feel assured and sat-
isfied with their learning experiences in the field of Al This confidence allows them to
interact with these technologies responsibly and criti-cally. Moreover, fostering a strong sense
of ethical awareness not only enhances academic engagement but also promotes a supportive
learning atmosphere where students feel that their values and concerns are recognized. As a
result, this contributes to overall higher levels of sat-isfaction with their learning experiences
(Chan, C. K. Y., & Hu, 2023)

Al system transparency in the context of college student learning satisfaction related to
applied artificial intelligence (AI) refers to the clarity and openness with which Al
technologies operate and make decisions. This transparency involves providing students with
an un-derstanding of how Al systems function, the methodologies used, and the rationale
behind specific recommendations or actions. When stu-dents are informed about the
workings of Al tools, including data usage and algorithmic processes, they are more likely to
trust these systems and feel empowered in their learning experiences. This sense of clarity
fosters confidence and reduces anxiety about the technology, ultimately enhancing student
satisfaction with their educational journey. By ensuring that Al systems are transparent,
educational institutions can create an environment where students feel secure and engaged,
leading to more positive learning outcomes (Chudhry, Muhammad. Cukurova, Mutlu. And
Luckin, 2022)

Conceptual Framework

The framework for understanding how ethical standards in artifi-cial intelligence (Al)
affect college students' learning satisfaction in Guizhou includes three main parts: user
control, ethics training, and Al system transparency.

User Control: Students need to have autonomy over their learning processes when using
artificial intelligence tools. When students can customize their learning paths, set their own
study pace, and understand the recommendations provided by Al, they feel a greater sense of
con-trol over their education. This increased autonomy not only boosts motivation but also
enhances overall satisfaction with the learning experience. By actively managing their
educational journey, students can develop a more meaningful and personalized approach to
learning, ultimately contributing to their academic success (Maedche, A.; Legner, C.; Benlian,
A.; Berger, B.; Gimpel, H.; Hess, T.; Hinz, O.; Morana, S.; Séllner, 2019)

Ethics Training: Offering ethics training is essential to help stu-dents understand the
moral issues related to Al in education. By learning about concepts like data privacy and
fairness in algorithms, students become more responsible users of Al. This knowledge in-
creases their engagement and creates a supportive learning environ-ment, which enhances
their satisfaction.(Li, H., Yu, L., & He, 2019)

Al System Transparency: Transparency in Al systems helps build trust between students
and the technologies they use. When students know how Al works, what data it uses, and
why it makes certain deci-sions, they are more likely to trust these tools. This understanding
re-duces anxiety and creates a feeling of safety, which leads to greater satisfaction with their
educational experience (Bates, T., Cobo, C., Marifio, O., & Wheeler, 2020)

These three parts—user control, ethics training, and Al system transparency—are
interconnected and significantly impact the learning satisfaction of college students in
Guizhou. By focusing on these areas, educational institutions can enhance the student
experience and support a more effective and ethical use of Al in learning.
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Figure 1. The Conceptual Framework.
Research Restriction

One main limitation is that students have varying levels of under-standing and
perspectives on Al ethics. Some students may be more aware of ethical issues than others,
leading to varied responses. This inconsistency makes it hard to analyze satisfaction levels.
Additionally, the differences in educational environments and school policies on Al can create
further inconsistencies, making it challenging to draw general conclusions that apply
everywhere. Another key restriction involves the availability and quality of data. It can be hard
to access reliable infor-mation about students' experiences with Al tools. This lack of data
limits the depth of analysis. Also, ethical concerns about data privacy and the importance of
informed consent can make it harder to collect necessary information. The fast-changing
nature of Al technologies also creates challenges. As ethical guidelines and practices develop
quickly, research findings can quickly become outdated, limiting their usefulness. Fur-
thermore, biases in research design, such as who is chosen as participants or how questions
are asked, can affect the validity of results and inter-pretations.

Research Hypothesis

The Correlation between User Control and Learning Satisfaction

The connection between student control and learning satisfaction can be explored
through ethical standards for artificial intelligence (AI). User control means how much
students can shape their learning experi-ences with Al, such as customizing paths and
choosing feedback. When students feel they have control, they are more satisfied with their
learning outcomes and become more engaged. If this control aligns with ethical standards like
transparency and respect for privacy, students are likely to trust Al systems. Trust is essential
for satisfaction. Students who see Al as ethical view it as a helpful tool rather than intrusive.
This relationship between user control and ethical standards empowers stu-dents to make
choices, improving their learning experience. By focusing on user control and ethical Al use,
schools can enhance the relationship between students and technology, leading to better
learning satisfaction (Li, S., Wang, Q., and Li, 2024)

H1 There is no positive correlation between user control and learning satisfaction
with the ethical norms of Applied Artificial Intelligence among Guizhou college students.
The Correlation between Ethics Training and Learning Satis-faction

The connection between ethics training and college students' sat-isfaction with learning
about artificial intelligence (Al) is notable. Ethics training equips students with knowledge
regarding responsible Al usage, addressing key topics such as data privacy, fairness, and social
impact. This understanding can enhance students' confidence and satisfaction by promoting
critical thinking about the technology. Additionally, train-ing that focuses on teamwork,
honesty, and respect can create a positive learning environment where students feel
acknowledged. As students engage with ethics in Al usage, they may develop increased trust
in these systems, contributing to overall satisfaction. Therefore, emphasizing ethics training
has the potential to improve students' educational ex-petiences and encourage responsible Al
use in their studies. (IThekweazu, C. and Zhou, 2024)

H2  There is no positive correlation between ethics training and learning satisfaction
with the ethical norms of Applied Artificial Intelligence among Guizhou college students.
The Correlation between Al System Transparency and Learning Satisfaction

The connection between Al system transparency and college students' learning
satisfaction is essential. Al transparency means that students can easily understand how Al
operates, including its algorithms and data. This clarity not only builds trust but also alleviates
concerns about biases and ethical issues, making students feel more secure and satisfied with
their educational tools. Transpatrency also fosters accountability and fairness, which boosts
students' confidence in the technology. When students can see how recommendations and
assessments are gener-ated, they engage more meaningfully with Al. This under-standing
encourages them to express their learning needs, such as re-questing personalized learning
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approaches. By prioritizing Al trans-parency and ethical standards, schools can create a better
learning environment. Institutions should ensure that Al systems are clear and uphold
principles of fairness and accountability, helping students trust these tools and enhancing their
educational experienc-es(Achhibat, 2025)

H3  There is no positive correlation between Al system transparency and learning
satisfaction with the ethical norms of Applied Artificial Intelli-gence among Guizhou college
students.

4. Research Methods Population and Sample

This research population of college students was selected in Guizhou, China, and
participated in using Al for their educational learning. A sample of 388 was collected for this
study’s analysis in October 2025 through the WeChat Sutvey Platform. This study's minimum
research sample size is based on the study of Etikan & Babatope. (Etikan, I. and Babatope,
2019). (a) The margin of error (confidence interval) — 95%. (b) Standard deviation 0.5. (c)
95% - Z Score = 1.96. (d) Sample size formula = (Z-scote) 2 * Std Dev*(1-StdDev) / (matgin of
error) 2. (¢) (1.96) 2x 0.5(0.5) / (0.05) 2. (f) (3.8416 x 0.25) / 0.0025. () 0.9604 / 0.0025 = 384.
(h) 384 respondents would be needed for this study based on a confidence level of 95%
Research Model

Correlation Analysis

Cortrelation analysis is widely used to measure the degree of association between
different variables. The Pearson correlation coefficient is commonly used to test the
correlation between variables. The value of the correlation coefficient (r) indicates the
strength of the correlation between variables, while the significance level of the correlation is
shown in the P- value.

Table 1. Correlation Coefficient Classification.

Correlation coefficient r Degree of relevance
r| =1 Totally correlated
0.70 < |r| <0.99 Highly correlated
0.40 < |r| <0.69 Moderately correlated
0.10 < |r| <0.39 Low correlation
|t] <0.10 Weak or unrelated

Correlation Analysis of User Control and Learning Satisfaction

The correlation coefficient r between user control and learning satis-faction is 0.769, and
P=0.000 is less than 0.01. Thus, user control sig-nificantly correlates with learning satisfaction.
Table 2. Correlation analysis results between user control and learning satisfaction.

User Control

Learning Satisfaction 1

Sig. (1-tailed) User

Control 769%*
Sig. (2-tailed) (.000)

Correlation Analysis of Ethics Training and Learning Satisfaction

The correlation coefficient r between ethics training and learning sat-isfaction is 0.782,
and P=0.000 is less than 0.01. Thus, ethics training significantly correlates with learning

satisfaction.
Table 3. Correlation analysis results between ethics training and learning satisfaction.
Ethics Training
Learning Satisfaction 1
Sig. (1-tailed) User
Ethics Traning 782K
Sig. (2-tailed) (.000)

Correlation Analysis of AI System Transparency and Learning Satisfaction

The correlation coefficient r between Al system transparency and learning satisfaction
1s 0.805, and P=0.000 is less than 0.01. Thus, Al system transparency significantly correlates
with learning satisfaction.
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Table 4. Correlation analysis results between Al system transparency and learning satisfac-

tion.
Al System Transparency
Learning Satisfaction 1
Sig. (1-tailed) User
Al System Transparency .805%*
Sig. (2-tailed) (.000)

5. Conclusions Research Results

Recent research highlights a positive relationship between user control, ethics training,
and Al system transparency, significantly impacting college students' learning satisfaction,
particulatly within Guizhou's ethical norms surrounding applied artificial intelligence.

Students with considerable control over their interactions with Al systems frequently
report higher satisfaction levels. This control fosters a sense of agency, allowing students to
customize their learning expe-riences, boosting their motivation and engagement (Lei, N.,
An, D., and Guo, 2020).

Additionally, ethics training plays a vital role in enhancing this dynamic. By educating
students on key ethical principles associated with Al such as data privacy and algorithmic
fairness, they become more in-formed and responsible users of Al tools. This increased
awareness leads to a more meaningful educational experience, as stu-dents are encouraged to
think critically about the technology they use (Zhao, Y., Hu, Y., and Gong, 2021)

Moreovert, transparency in Al systems is essential for building trust and satisfaction.
When students have insight into how Al algorithms func-tion and the nature of the data
utilized, they tend to trust these systems more. This understanding helps mitigate concerns
about biases and ethical issues, leading to a more positive learning environment(Du, 2022)

H1 There is a positive correlation between user control and learning satisfaction with
the ethical norms of Applied Artificial Intelligence among Guizhou college students.

H2 There is a positive correlation between ethics training and learning satisfaction with
the ethical norms of Applied Artificial Intelligence among Guizhou college students.

H3  There is a positive correlation between Al system transparency and learning
satisfaction with the ethical norms of Applied Artificial Intelli-gence among Guizhou college
students.

6. Managerial Implications

The integration of artificial intelligence (Al) technology into personalized learning offers
substantial opportunities to improve educational outcomes. By employing advanced data
analytics, Al customizes learning experiences to meet the individual needs and preferences of
students. This approach facilitates the development of tailored learning paths and provides
immediate feedback. Al models use deep learning techniques to analyze extensive educational
datasets, creating adaptive trajectories that focus on each student’s strengths and weaknesses.
Additionally, Al generates personalized recommendations for resources and study materials,
ensuring support that aligns with distinct learning styles. This targeted assistance enhances
student engagement and ef-fectively addresses knowledge gaps, leading to improved academic
performance. Key components of this model include a theoretical model, a learning process
database, and an adaptive learning path construction engine. These elements enable the
generation of succinct and precise adaptive learning paths from various complex re-sources
and activities, ultimately enhancing learners’ efficiency, per-formance, and satisfaction(Kong.
Wei-liang., Han, Shu-yun., and Zhang, 2020). Furthermore, the growth of distance education
contrib-utes to improving learning efficiency and fairness in education, while promoting a
more personalized experience for students. As educational policies evolve, it will be essential
for technology developers and ed-ucators to collaborate closely. This collaboration aims to
ensure the ef-fective and widespread use of Al technology in personalized learning,
emphasizing the importance of robust data protection measures, ethical guidelines,
technological equity, and the seamless integration of edu-cators and Al in the learning process
(Mingshui, 2024)
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